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Why be concerned about
right whales?

• Critically endangered

• Sufer ship strikes & fshing gear entanglements 

© Smithsonian. Graphic obtained from htps://ocean.si.edu/   



Overview

Not just a right whale detector!

Understand efects 
of variations

> data 
preparation
> model 
complexity

Goals

> achieve 
higher 
operational 
efficiency
> ofer 
guidelines



Data

• NARW "upcall"
• Bandwidth: 50 - 440 Hz
• Duration: ~2 s

• DCLDE 2013 challenge‡

• Training set:
• 4 days × 24   hours

6914 annotated upcalls

• Testing set:
• 3 days × 24   hours

2767 annotated upcalls

‡ htp://www.mobysound.org/workshops_p3.html
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Baseline

Yu Shiu et al., (2019, In Press). Deep neural networks for 
automated detection of marine mammal species.



Choice of network 
architecture

ResNet

ConvNet

DenseNet

Images & animations used in this slide were obtained from htps://towardsdatascience.com/review-densenet-image-classifcation-b6631a8ef803



• 16 pre-conv flters
• 3 dense blocks
• Same growth rate & layers per block
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DenseNet
Strong gradient flow

Parameter & Computational efficiency

Diversifed features
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Images describing CNN architectures in this slide were obtained from htps://towardsdatascience.com/review-densenet-image-classifcation-b6631a8ef803

Customizations

• Implicit pooling: strided convolution
• Trailing FC/dense layer
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Data 
preparation

Bandpass
(43 - 395 Hz)

Split into clips
(Fixed duration)

FFT
Δf = 7.8125 Hz

Δt = 32 ms

Band-limit
(46 - 391 Hz)

dBFS
(0-1)

Train/Test/Infer

NARW Other



11  clip sizes
  ×
 4   overlap thresholds

  ×
6    model configurations
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264
trained models
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trained models



Results



Results
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Summary

• DenseNet works!
• Well-suited for spectrotemporal data
• Ofers low-cost alternative

(trained model size: 180 kB - 1 MB)
• Observations
• Data sufficiency
• Model complexity limits

• Trade-of considerations
• Data preparation:

clip size vs. annotation coverage
• Temporal context vs. processing 

(train/inference) time
• Training set size vs. model complexity





Thank you
• Co-authors
• Arthur Vining Davis Foundations
• ONC and Meridian
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